INNOVATIVE METHODOLOGY

A novel single-beat approach to assess right ventricular systolic function
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INTRODUCTION

Right ventricular (RV) contractility has been recognized as an essential metric of RV function, especially for monitoring the progression of pulmonary arterial hypertension (PAH) (9, 18). However, assessment of RV contractility was not included in the latest clinical guidelines for PAH diagnosis and treatment, likely because of the lack of a robust, clinically viable procedure (8).

Several metrics have been proposed as accurate measures of ventricular contractility (7, 12). Among those, the slope of the end-systolic pressure-volume relationship (ESPVR), also known as end-systolic elastance (Ees), has been extensively used for both ventricles in preclinical and clinical research. It can generally be accepted that the most accurate way to estimate Ees requires the acquisition of simultaneous ventricular pressure and volume data over multiple heartbeats while the ventricular preload is altered (1). Because of the need for invasive inferior vena cava occlusion (IVCO) to alter preload, the use of the multiple-beat method has been limited to animal studies, with very few applications in clinical research (2, 5, 16).

To overcome the need for IVCO, clinically viable single-beat methods were originally developed to assess Ees in the left ventricle and were later adapted to the RV (4). The most widely used version of the single-beat method is based on the interopulation of the isovolumic contraction and relaxation ranges of the pressure waveform with a sine function. The peak value of the sine function, Piso, is the maximum pressure that can be reached by an isovolumic heartbeat and is used to identify the ESPVR, as shown in Fig. 1. The single-beat method has been extensively used to assess RV contractility in both preclinical (13, 21, 23, 32) and clinical research (14, 17, 22, 24–26, 30, 31). Recently, it has been shown that estimates of hemodynamic coupling efficiency based on the single-beat method predicted mortality in PAH (31).

Currently, the available single-beat methods use only about half of the isovolumic portions of the pressure waveform, which is problematic in the RV because the isovolumic periods are already shorter than in the left ventricle (15). In addition, manual adjustments by the operator may be necessary to improve the fitting of the interpolating sine wave. Narrower fitting ranges and manual adjustments increase the uncertainty in Piso estimates. Here, a novel, clinically viable approach to determine the fitting ranges for evaluating Piso in the RV is proposed. This method is based on the evaluation of the second derivative of the RV pressure waveform. We hypothesize that...
this semiautomatic method results in reduced interobserver variability compared with the manually corrected method based on the first derivative.

METHODS

Study Population and Design

Clinical RV pressure data collected at two different sites were analyzed. The first data set was collected in a multicenter prospective study (data set 1). Subjects with diagnosed or suspected PAH underwent right heart catheterization (RHC) at Northwestern Memorial Hospital (Chicago, IL) or University of Wisconsin Hospital (Madison, WI). All subjects gave written, informed consent. The study was compliant with the Health Insurance Portability and Accountability Act (HIPAA) and approved by the institutional review boards of both institutions.

The second data set was obtained from a single-center retrospective study conducted at the Scottish Pulmonary Vascular Unit, in Glasgow, UK (data set 2). The data set included 128 subjects who underwent RHC between January 2004 and April 2014. RHC studies were performed either for routine clinical evaluation, or as part of an ongoing longitudinal research cardiovascular magnetic resonance program that was approved by institutional review committee and to which patients gave written, informed consent.

Cardiac Catheterization Study

Data set 1. The RHC was performed from the internal jugular vein approach under fluoroscopic guidance. RV pressure traces were obtained using a high-fidelity solid-state micromanometer-tipped catheter (Millar Instruments, Houston, TX) at a sampling rate of 1 kHz. RV pressure was collected over 10–30 heartbeats and analyzed using custom routines developed in LabVIEW 2013 (National Instruments, Austin, TX).

Data set 2. RHC was performed using a 7F triple-channel thermodilution Swan Ganz catheter (Baxter Healthcare, Irvine, CA) introduced via internal jugular vein or femoral vein under fluoroscopic guidance. RV pressures traces were available over 5–10 heartbeats and were manually redigitized using GetData Graph Digitizer 2.26. Subsequent data analysis was performed using the same custom routines used for data set 1.

The Single-Beat Method

The single-beat method is based on two fundamental observations reported in pioneering studies by Suga and Sagawa (27, 28). First, during isovolumic contraction and relaxation the RV pressure signal can be modeled as a sinusoidal wave. During systole, opening of the pulmonary valve lowers RV pressure and disrupts the simple harmonic shape of the signal. In fact, if blood ejection is prevented, RV volume would be constant equal to the end-diastolic volume (EDV) and the entire RV pressure signal in the resulting isovolumic beat would exhibit a sinusoidal shape (20, 29). Second, the maximum RV pressure-to-volume ratio (occurring close to end systole and referred to as end-systolic elastance, Ees) is independent of afterload. This means that Ees measured during an isovolumic beat is also representative of the RV contractility in a normally ejecting beat. Building on these observations, the single-beat method postulates that the peak value (Piso) of a sine wave interpolating the isovolumic range can be combined with EDV to estimate one point of the ESPVR. From that, the slope Ees can be obtained as shown in Fig. 1 without the need for IVCO as in the multiple-beat method.

Implementations of the single-beat method use features of the RV pressure waveform to select isovolumic ranges required for the sine wave interpolation. The isovolumic contraction (IC) portion of the pressure waveform includes a point of local maximum for the first derivative of the pressure signal (dP/dt). Similarly, the isovolumic relaxation (IR) portion includes a point of local minimum for dP/dt. The locations of these extreme values of dP/dt are highlighted in Fig. 2A. During a normal ejecting beat, the RV pressure deviates from the sinusoidal shape as ejection begins, and remains lower than the ideal periodic curve while the pulmonic valve stays open. As a result, the pressure waveform exhibits two local minima for the second derivative in proximity of the opening and closing of the pulmonic valve, corresponding to the two sharp changes in slope highlighted in Fig. 2B.

In this study, the first derivative approach was implemented as illustrated in Fig. 2A. The fitting contraction range was set from the onset of IC to the point of maximum dP/dt, whereas the fitting relaxation range was set from the point of minimum dP/dt to the end of IR, as prescribed (4). The onset of the IC (end of the IR) was set at 20% of the maximum (minimum) dP/dt. The fitting ranges were interpolated using a sine wave to estimate Piso. Per commonly used protocol, a trained observer visually checked the quality of the interpolation and had the option to manually correct the limits of the fitting ranges to revise the estimate of Piso.

In the second derivative method, the end of the fitting contraction range and onset of fitting relaxation range were set as minimum points of the second derivative of the pressure waveform (Fig. 2B). In practice, the second derivative of the RV pressure waveform may exhibit multiple local minima in each isovolumic period; therefore, a trained observer selected the minimum points that ensured the best fit of the pressure waveform in these ranges. Figure 3 illustrates a representative example of multiple minima of the second derivative, obtained from a subject with PAH associated with connective tissue disease. The interpolation of the RV pressure trace included in Fig. 3...
is based on minima that were selected by all three independent observers.

The onset of the IC and end of the IR were set at 20% of the minimum points of the first derivative. Preliminary analysis suggested that the method is generally usable with any cutoff value between 5% and 40%. However, it was noted that in some cases the more inclusive cutoffs (i.e., closer to 5%) may add data that are not part of the isovolumic ranges and thus result in poorer interpolations. On the other hand, the less inclusive cutoffs (i.e., closer to 40%) limit the number of data points used for the interpolation, which may affect the robustness of the method. The value of 20% was chosen as a trade-off between these two situations. Preliminary data indicated that the variability in $P_{iso}$ resulting from choosing 10% or 30% instead of 20%, would be no greater than 2.5%.

**Statistical Analysis**

Beat-averaged pressure waveforms were smoothed with a standard low-pass filter and subsequently analyzed using the two different methods described in the previous section. For data set 1, one group of three observers (B1, B2, B3) analyzed the data using both the standard approach based on the first derivative of the pressure waveform, and the novel approach based on the second derivative. For data set 2, one group of three observers (F1, F2, F3) analyzed the data using the standard approach based on the first derivative of the pressure waveform. Another group of three observers (S1, S2, S3) used the novel approach based on the second derivative. All observers received training in the single-beat algorithm and appropriate criteria for revising estimates of $P_{iso}$.

All results are presented as means ± standard error of the mean (SE). Correlations between mean values (averaged for the 3 observers) of the two methods were investigated using Pearson’s correlation coefficient. Interobserver variability was investigated performing 1) a paired Student’s t-test to compare the SE of the two methods, 2) a one-way ANOVA to analyze the differences among the observers, 3) an interclass correlation (ICC) analysis (2-way mixed model with absolute agreement), and 4) a modified Bland-Altman analysis designed to assess the 95% limits of agreement with the mean among multiple ($N > 2$) observers (10). The post hoc analysis (following the 1-way ANOVA) was performed using Tukey’s honestly significant differences test. Statistical analyses were performed with SPSS (IBM, Somers, NY; version 22.0) and Excel 2016 (Microsoft, Redmond, WA; version 15.24). A $P$ value < 0.001 was considered evidence of statistical significance.

**RESULTS**

The study group for data set 1 included 24 subjects (14 women, age 54 ± 2 yr, range 26–74 yr). The final diagnosis was PAH for 21 subjects. Mean pulmonary artery pressure was
Table 1. Demographics, diagnosis, and hemodynamic data of subjects included in data set 1 (n = 24) and data set 2 (n = 128)

<table>
<thead>
<tr>
<th></th>
<th>Data Set 1</th>
<th>Data Set 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, yr</td>
<td>53 ± 2</td>
<td>57 ± 1</td>
</tr>
<tr>
<td>Sex, % (n)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>42 (10)</td>
<td>38 (49)</td>
</tr>
<tr>
<td>Female</td>
<td>58 (14)</td>
<td>62 (79)</td>
</tr>
<tr>
<td>BSA</td>
<td>1.93 ± 0.06</td>
<td>1.80 ± 0.02</td>
</tr>
<tr>
<td>Diagnosis, % (n)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No PH</td>
<td>8.3 (2)</td>
<td>17.2 (22)</td>
</tr>
<tr>
<td>IPAH</td>
<td>25.0 (6)</td>
<td>41.4 (53)</td>
</tr>
<tr>
<td>CTD-PAH</td>
<td>41.7 (10)</td>
<td>21.1 (27)</td>
</tr>
<tr>
<td>POPH</td>
<td>3.1 (4)</td>
<td></td>
</tr>
<tr>
<td>CHD-PAH</td>
<td>0.8 (1)</td>
<td></td>
</tr>
<tr>
<td>HLDPH</td>
<td>20.8 (5)</td>
<td>16.4 (21)</td>
</tr>
<tr>
<td>CTEPH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mPAP, mmHg</td>
<td>4.2 (1)</td>
<td>41.5 ± 2.9</td>
</tr>
<tr>
<td>CO, l/min</td>
<td>6.0 ± 0.4</td>
<td>4.2 ± 0.1</td>
</tr>
<tr>
<td>PVR, Wood units</td>
<td>5.3 ± 0.7</td>
<td>9.8 ± 1.6</td>
</tr>
</tbody>
</table>

Values are means ± SE. BSA, body surface area; PH, pulmonary hypertension; PAH, pulmonary arterial hypertension; IPAH, idiopathic PAH; CTD-PAH, PAH associated with connective tissue disease; POPH, portopulmonary hypertension; CHD-PAH, PAH associated with congenital heart disease; HLDPH, PH associated with hypoxic lung disease (group III PH); CTEPH, chronic thromboembolic PH; PVR, pulmonary venous hypertension; mPAP, mean pulmonary artery pressure; CO, cardiac output; PVR, pulmonary vascular resistance.

43.0 ± 17.3 mmHg for the PAH subjects, and 22.7 ± 1.7 mmHg for the subjects without PAH.

Data set 2 included 131 RV pressure traces from 128 subjects (79 women, age 57 ± 1 yr, range 18 – 84 yr). The three additional traces were obtained during posttreatment reassessment of two subjects. The final diagnosis was PAH for 106 subjects (82.8%). Patient characteristics are presented in Table 1, grouped by diagnosis.

Figure 4 presents the results of both methods for one representative case. The subject was a male patient, age 55 yr, with a diagnosis of PAH associated with systemic sclerosis from data set 1. In this case maximum and minimum of dP/dt are located at about half height of IC and IR, respectively (Fig. 4A). In comparison, the two minima of the second derivative are located closer to the end of the IC and beginning of IR, respectively (Fig. 4B). As a result, both fitting ranges selected in the second derivative method include a larger portion of the isovolumic interval compared with the first derivative method.

The values of $P_{iso}$ estimated from the two methods for all subjects in both data sets are compared in Fig. 5. For each method, values averaged for the three observers are reported. The horizontal error bars represent the SE of the first derivative $P_{iso}$ values, whereas the vertical error bars are for the second derivative method. For both data sets, the two methods were linearly correlated (slope $m = 0.70, R^2 = 0.74$ for data set 1; $m = 0.77, R^2 = 0.91$ for data set 2). If the intercept of the linear correlation was forced to zero, the slope was 0.83 for data set 1 ($R^2 = 0.71$) and 0.84 for data set 2 ($R^2 = 0.90$). It is clear that the second derivative method produced $P_{iso}$ values consistently lower than the first derivative method. For data set 1, the ratio between $P_{iso}$ from the second and the first derivative method was $0.87 ± 0.03$, and the 13% gap was significant ($P < 0.001$). For data set 2, the ratio between $P_{iso}$ from the second and the first derivative method was $0.87 ± 0.01$, and the 13% gap was significant ($P < 0.001$).

The error bars in Fig. 5 indicate that the first derivative method results in a greater interobserver variability. In particular, the mean value of the SE (averaged for all subjects) using the first derivative method was $15.1 ± 16.1$ mmHg for data set 1. In comparison, the average SE was significantly lower with the second derivative method (2.5 ± 3.6 mmHg, $P < 0.001$). Similar results were observed for data set 2 when comparing the average SE obtained with the first derivative method ($6.7 ± 6.5$ mmHg) and the second derivative method (2.6 ± 3.9 mmHg, $P < 0.001$).

A comparison among observers for either method is reported in Fig. 6 for data set 2. For the first derivative method, there was a significant difference between F2 and F3 ($P = 0.001$). No significant differences among observers were found for the
The ICC coefficient (a measure of the reliability of multiple observers using continuous variables) was comparable between the first derivative method (0.947, CI 0.892–0.970) and the second derivative method (0.980, CI 0.973–0.985).

The interobserver agreement was also investigated using a modified Bland-Altman analysis, suitable for more than two observers. In contrast with the original method, the modified Bland-Altman analysis assesses the limits of agreement with the mean, and thus the bias is always zero (10). The results for data set 2 are reported in Fig. 7. The 95% confidence interval limits are ±25.8 mmHg for the first derivative method, and ±12.9 mmHg for the second derivative method.

**DISCUSSION**

We developed a novel approach to assess RV contractility using clinical RHC data from a single heartbeat. The main finding of this study is that the novel method produces results consistent with the established single-beat method, while reducing the uncertainty of the fitting algorithm and improving the interobserver agreement. This result was possible because the second derivative method was designed to 1) use a larger portion of the isovolumic periods for the sine wave interpolation, and 2) limit manual adjustments by the operator to a discrete set of choices (corresponding to the minima of the second derivative of the pressure waveform).

**Fig. 5.** Comparison of $P_{iso}$ from the two methods, for data set 1 (A) and data set 2 (B). The error bars indicate the SD of the data obtained from different observers.

second derivative method. The ICC coefficient (a measure of the reliability of multiple observers using continuous variables) was comparable between the first derivative method (0.947, CI 0.892–0.970) and the second derivative method (0.980, CI 0.973–0.985).

**Fig. 6.** Results of the one-way ANOVA performed on data set 2 using the current (first derivative) and novel (second derivative) single-beat method. The analysis indicated significant interobserver differences for the first derivative method (observers F1–F3), in contrast to the second derivative method (observers S1–S3).

**Fig. 7.** Interobserver agreement based on a modified Bland-Altman analysis of data set 2, for the current (first derivative; A) and novel (second derivative; B) single-beat method. The dashed lines indicate the limits of agreement with the mean (95% confidence intervals), which were narrower for the novel (second derivative) method.
Single-beat approaches to estimating $E_{es}$ in the setting of PAH have attracted considerable attention from researchers, but so far have come short of appealing to clinicians. One major reason is the difficulty validating results against the gold standard, highly invasive multiple-beat method, which in humans remains impractical. However, this shortcoming has been partly mitigated by the increasing evidence that single-beat estimates of RV contractility correlate with PAH progression and outcome (31). Another important reason that single-beat methods have not been more extensively used in the clinical management of PAH is the lack of a robust, observer-independent algorithm for the assessment of the theoretical maximum isovolumic pressure, $P_{iso}$. Estimation of $P_{iso}$ is based on a nonlinear fitting of the two isovolumic portions of the RV pressure waveform. In the established single-beat method introduced by Brimioulle et al. (4), the limits of both fitting ranges are determined using routines based on the estimation of the first derivative of the RV pressure waveform.

Two major factors limit the robustness of the first derivative approach. First, the method uses only a portion of the actual isovolumic intervals, which may increase the uncertainty in the estimation of $P_{iso}$ particularly in the RV, where the isovolumic intervals are already much shorter than in the left ventricle (15). Second, the automatic first derivative routine can produce unsatisfactory results, particularly in the presence of noisy data or strongly asymmetric waveforms. In these cases, visual inspection of the fitting curve may lead to manual adjustments of the fitting ranges. The subjectivity of these corrections, combined with the limited number of data points used for the interpolation, may result in large interobserver and intraobserver variability in the values of $P_{iso}$.

The novel method proposed here uses the minima of the second derivative of the RV pressure waveform to determine the limits of the isovolumic ranges. In this study, we confirmed the presence of two marked minima in the second derivative, one near the end of the isovolumic contraction, the other near the beginning of the isovolumic relaxation. By taking these points as the limits of the fitting ranges, our method used significantly larger portions of the isovolumic ranges for the nonlinear fitting routine, which resulted in reduced uncertainty in the estimate of $P_{iso}$.

Furthermore, our second derivative method allows for a kind of manual correction that is substantially different from the first derivative method. Our novel method postulates the existence of at least two minima in the second derivative of the RV pressure (one for each isovolumic period), but in reality the waveform may exhibit more than two minima. Therefore, the observer can visually inspect the waveform and select the points of minima that ensure the best fitting of the isovolumic ranges. This is a key difference between the established and the novel method. In the first derivative, the operator can adjust the fitting over a continuous range of values. In contrast, the adjustments allowed in our novel method are limited to choosing from a discrete set of options (the points of minimum of the second derivative), which increases the likelihood that different operators may select the same adjustment.

It is important to point out that the second derivative method generated $P_{iso}$ values that were strongly correlated with the results of the first derivative method, as confirmed in both data sets. Also, the novel second derivative method consistently underestimated the established first derivative method by 13%.

Whether the novel method is more accurate than the established one is beyond the scope of this study, since assessing the “true” $P_{iso}$ would require RV pressure data acquired during complete clamping of the PA. However, it is interesting to point out that, according to the original study by Brimioulle et al. (4), the first derivative method overestimated the values of $P_{iso}$ observed during an actual isovolumic beat (obtained via PA clamping) by ~15%.

This study has a number of limitations. Data set 1 included a small number of subjects, and thus was excluded from ANOVA, ICC analysis, and modified Bland-Altman analysis. Data set 2 was obtained from a retrospective study and included PAH subjects with varied Bland-Altman analysis.

Conclusions

In this study, we demonstrated a novel method to assess ventricular contractility that may be more suitable to the right ventricle. This approach, based on the second derivative of the right ventricular pressure waveform, significantly reduced the uncertainty and interobserver variability of the single-beat method, which may enable a wider adoption of this methodology as a monitoring tool in the clinical management of pulmonary arterial hypertension.

ACKNOWLEDGMENTS

We thank all the personnel of the Catheterization Laboratories at the Univ. of Wisconsin-Madison and Scottish Pulmonary Vascular Unit for support with patient recruitment and for efforts in the collection of data.
REFERENCES


